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Chapter 1: Introduction

Chapter 1: Introduction

OpenStack cloud control software allows you to control pools of compute, storage, and networking in your
data center, and turns your data center into a cloud that is ideal for hosting virtual desktops. In an
OpenStack cloud, you can deliver virtual desktops and desktops-as-a-service that:

Provide on-demand availability — quickly on-board new employees by provisioning desktops for
users from custom images created in OpenStack.

Support multi-tenancy — separate departments, customers, etc., by OpenStack project to provide
isolated networks, set compute and storage quotas, and manage resources independently.

Improve security — isolate desktops using separate networks, including dedicated IP address ranges,
subnets, and routers. Provision desktops into the appropriate virtual private cloud so that only
instances within a given internal network, or those on subnets connected through interfaces, can
access other instances in that network.

Lower costs — use open source software components to avoid the licensing fees associated with
commercial VDI or DaaS stacks. Scale your data center seamlessly without acquiring additional
licenses.

Overview of OpenStack Components for VDI

The OpenStack software consists of over 10 different projects, each with a focus on a particular aspect of
the data center. The projects shown in the following figure are the most important for VDI deployments.

Your Applications

OPENSTACK

CLOUD OFERATING 3¥5TEM

OpenStack Dashboard

Compute Metworking Storage

Openstack Shared Services

Standard Hardware

When working with Leostream, the relevant OpenStack projects are:

1 Ke y s tidentiey. The Connection Broker uses the Keystone API to gain access to the OpenStack

API. Leostream supports OpenStack versions that use Keystone Identify APl version 3.
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9 N o v=aompute. The nova project is the heart of OpenStack. It runs the instances that are the

desktops you deliver in your VDI and DaaS deployment. The instances may be stored as nova
instances, or you may run nova instances with attach external volume storage.

Ci n ahé3 w i=%tdrage. Desktop workloads should be retained in cinder block storage. Each
desktop can be a persistent volume that can be attached to a running instance.

G| a mimaging. Glance tools allow you to create a master image of a customer’s desktop, and
then quickly provision new on-demand instances from that image.

N e u t #network. Neutron provides tools to build per-tenant private networks.

H o r i=zlashboard. Horizon provides a Ul on top of your OpenStack cloud, where you can create
images, instances, networks, and more.

You will not manage your VDI or DaaS deployment within the Horizon dashboard, however.
Management is done within the Leostream Connection Broker.

Overview of the Leostream Platform

The Leostream Platform is comprised of a set of components, including the Connection Broker, Leostream
Gateway, Leostream Agent, and Leostream Connect client.

I The Connection Broker lies at the heart of any hosted desktop deployment on OpenStack and is

)l

)l

responsible for provisioning resources in your OpenStack cloud, assigning and connecting end users
to those resources, and managing the end user’s remote session.

If you plan to isolate your OpenStack instances in a private network, the Leostream Gateway
provides HTML5 and client-based access to those desktops, using a range of commodity and high-
performance display protocols.

The Leostream Agent installs on your OpenStack instances and provides the Connection Broker with
critical information about the end user’s session.

The Leostream Connect client allows users to log in from any Windows, Linux, or macOS client
device. Users can also log in using any PColP client device, or using the Leostream Web client.

The Connection Broker is configured using the Administrator Web interface, where you define the
Leostream concepts that control your environment. For more information on Leostream concepts, or to
learn more about the components that make up the Leostream Platform, see the Introduction to the
Leostream Platform guide.

All Leostream software is available from the Leostream website.

http://www.leostream.com/resources/product-downloads
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Chapter 2: Preparing OpenStack Images

Leostream can manage connections to existing OpenStack instances, and provision new OpenStack
instances from existing OpenStack images.

(0p))
Q\
>
-<
L
(@2}

| dNNByitexz e2dz OFryy2id ONBIGS vy
0S O Nd&EAlYySIRh YIS § (#2611 &

Supported Operating Systems

The Leostream Connection Broker can manage connections to OpenStack instances running Windows or
Linux operating systems, including:

Windows Server 2008 and Windows Server 2008 R2
Windows 7, including SP1

Windows Server 2012 and Windows Server 2012 R2
Windows Server 2016

Windows 8 and 8.1

Windows 10

CentOS

Debian

Fedora

SUSE Linux Enterprise

Red Hat Enterprise Linux

Ubuntu

= =4 -4 4 _a_a_4a_4_-4a_-4°_-9._-2

When creating instances within the Horizon Dashboard, ensure that you install the appropriate Leostream
Agent onto the instance and register that agent with your Leostream Connection Broker, as described in the
following section.

Any images that you want to use within Leostream to provision new instances must also include the
Leostream Agent.

Installing the Leostream Agent

When installed on a desktop, the Leostream Agent provides the Connection Broker with additional
information about the user’s session, including:

When the user logs into the remote desktop

When the user disconnects from the remote session
When the user logs off of the remote desktop

When the user locks or unlocks their remote desktop
When the user’s session is idle

= =4 -4 -8 -9
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In addition, the Connection Broker requires the Leostream Agent to enforce certain role and policy options,
including:

Adding Local Users or adding users to the Remote Desktop Users group

Taking actions when the user disconnects from their remote session

Using release plan options to lock, disconnect, or log out the user after their session is idle
Managing USB devices

Attaching network printers specified by Connection Broker printer plans

Using registry plans to modify or create registry keys on the remote desktop

= =4 =8 =4 -4 =9

Leostream provides a Leostream Agent version for Windows operating systems and a Java version of the
Leostream Agent for Linux operating systems. Ensure that you download the appropriate Leostream Agent
from the Leostream Downloads page. Consult the Leostream Installation Guide for instructions on how to
install the Leostream Agent on your OpenStack instances.

The Connection Broker address can be specified when you install the Leostream Agent. If you need to
specify or change the Connection Broker address after the Leostream Agent is installed, you can use the
Leostream Control Panel dialog in Windows or set the address in the leostreamagent.conf file on
Linux. See the Leostream Agent Administrator’s Guide for more information.

If you plan to use Leostream to provision new instances in OpenStack, and to have Leostream join these
new Windows instances to your Microsoft Active Directory domain, please adhere to the following
guidelines when building the master image to use for provisioning.

I The instance used to create the image must not be joined to the domain. Leostream only joins
instances to a domain if they are currently part of a Workgroup.

I The instance must have an installed Leostream Agent that is registered with your Connection
Broker. If the Leostream Agent cannot communicate with the Connection Broker, new instances will
not be joined to the domain.


http://www.leostream.com/resources/product-downloads
http://www.leostream.com/resources/documentation/installation_guide.pdf
http://www.leostream.com/hs-fs/hub/453598/file-2097062368-pdf/documentation/leostream_agent.pdf?t=1438112152122
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Chapter 3: Installing Leostream in OpenStack

The Leostream Connection Broker must be installed in a location where it has network access to the
Leostream Agents installed on your OpenStack instances. The following procedure covers installing a single
instance of the Leostream Connection Broker. For information on creating clusters of Connection Brokers
for large-scale production environments, see the Leostream Scalability Guide.
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Required OpenStack Permissions

Leostream manages OpenStack clouds using the OpenStack APls. Before you begin your Leostream
deployment, ensure that you have access to a user account with the required permissions in OpenStack. In
order to use all of the functionality in the Connection Broker, your user requires access to the following:

In /etc/nova/policy.json

compute:get_all

compute:create

compute:start

compute:stop

compute:reboot
compute_extension:admin_actions:suspend
compute_extension:floating_ips
compute_extension:admin_actions:resume
network:associate_floating_ip
network:disassociate_floating_ip

In /etc/glance/policy.json

get_images

Security Group Requirements

Before creating your Connection Broker instances, ensure that you have an appropriate security group
configured in OpenStack. Leostream requires the following ports be open for incoming traffic.

PortfRequired|{Purpose

Connection For SSH access to the Connection Broker. Alternatively, you can access the

22 Broker Connection Broker console via the Horizon Dashboard.
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PortfRequired|Pur pose
. For access to the Connection Broker Web interface, and communication
Connection .
80 and with the Leostream Agents and Leostream Connect. If you close port 80
Broker, Leostream . . .
443 Gatewa on your Connection Broker, you may omit that port from the security
¥ group. The Leostream Gateway does not require port 80, only port 443.
The Leostream Gateway uses this default port range to forward display
20001 - | Leostream protocol traffic from the user’s client device to an instance isolated in a
30000 | Gateway private OpenStack network. You may optionally change this port range
using the Leostream Gateway CLI.
Port for communications from the Connection Broker to the Leostream
Leostream Agent Agent.
8080* the OpenStack .
on the Upenstac * The Leostream Agent port may be changed using the Leostream Agent
Instances .
Control Panel dialog. If you change the default Leostream Agent port,
ensure that you open the associated port in the security group
For RDP access to the OpenStack VDI/DaaS instances
3389%* OpenStack
Instances ** |f you use a display protocol other than RDP, ensure that you open any
ports required by that display protocol.

Installing the Connection Broker

The Connection Broker runs on a the latest 64-bit CentOS 7, Red Hat Enterprise Linux 7, Ubuntu 16.04, or
SUSE Linux Enterprise Server 12 SP3 operating systems.

When creating a virtual machine for the Connection Broker installation, ensure that the VM has, at least,
the following resources.

=a =4 -4 A

1vCPU

2.0 Gbytes of RAM
At least 20 Gbytes of hard drive space
One NIC, ideally with Internet connectivity

Prior to installing your Connection Broker, install the latest updates to the operating system. After the
updates are applied, if your Connection Broker instance has access to the internet, you can install the
Connection Broker by logging into the instance’s console and executing the following command.

curl http://dow

nloads.leostream.com/broker. prod .sh | bash

If your Connection Broker instance does not have internet access, download the appropriate Connection
Broker package from the following location and copy the file into the Connection Broker instance.

https://www.leostream.com/downloads/connection - broker
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See the Leostream Installation Guide for information on obtaining and applying your license key, using the
Leostream serial number you obtained from Leostream sales.

The Connection Broker uses the private IP address assigned by OpenStack on the network you selected when
launching the instance. To access the Connection Broker Administrator Web interface, you must be able to
access the Connection Broker from a Web browser, which may require you to assign a public floating IP
address to the Connection Broker, as described in the following section.

Assigning a Floating IP Address

If you cannot access the private IP address assigned to the Connection Broker instance, you can use the

OpenStack Horizon Dashboard to associate a floating IP address with your Connection Broker instance, as
follows.

1. GototheAc c e s s &agSiethelDpenStack project that contains your Connection Broker.

2. If you do not have an available floating IP address, clickthe Al | ocat e buont o Pr oj ect
Otherwise, skip to step 5.

3. Selectp u bfltoin the P 0 drbp-down menuintheAl | ocat e fofm. oat i ng | P
4. ClickAl | ocate | P

5. Inthe list of floating IPs, click the A s s 0 ®utt@nffoean available IP address, for example:

Access & Security

Security Groups Key Pairs Floating IPs APl Access

Floating IPs & Allocate IP To Prajact
IP Address Mapped Fixed IP Address Floating IP Pool Actions
172.29.229.156 Windows Server 192.168.200.17 public -

172.29.229.159 public Associate | -

6. IntheManage FIl oat i nfgm,$elect ybusLeostream &dnrieadian Broker instance
fromthePor t t o b édropamvs medujfa éxangdle:

10
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Manage Floating IP Associations

IP Address
IP Address * ) . .
Select the IP address you wish to associate with the
172.29.229.159 v selected instance.

Port to be associated *

Leostream Connection Broker: 192.168.200

Cancel Associate

7. ClickAssoci at e
You can now access the Connection Broker Administrator Web interface using the public floating IP address.

Licensing your Leostream Connection Broker

Your Connection Broker license is derived from the serial number you received from Leostream Sales. If you
do not have a Connection Broker 9.0 serial number, please contact sales@leostream.com.

To obtain your license key:

1. Point a web browser at the IP address of the machine running the Connection Broker. The
Connection Broker S i g pagelopens.

2. Log into your Connection Broker using the following default administrator credentials:

username=admin
password=leo

3. OntheL e 0 st r e apage,lclickehe linlst@go to https://license.leostream.com. The
installation code for your Connection Broker is automatically populated.

4. Enter the serial number you obtained from Leostream sales.
5. Enter the email address associated with that serial number.
6. ClickGener ate. a | i cense

7. ClicktheAp pl y t loebdtthnebole thegenerated license key. The browser returns to the
LeostreapgelLi cense

8. Selectthel have read and accehdkbot he License Agr eemi

9. ClickSave

11


mailto:sales@leostream.com
https://license.leostream.com/

Chapter 3: Installing Leostream in OpenStack

If your Connection Broker does not have internet access, you can obtain your license key from another
computer with internet access. In this case, to obtain your license:

1. Note your Connection Broker installation code to the right of the formonthelL e oesatmm Li cens e
page.

2. Go to https://license.leostream.com and manually enter your serial number, installation code, and
email address.

3. Copy the license key to a text file.
4. Return to your Connection Broker and copy-and-paste the key intotheL i ¢ e n fiel. k ey
i The generated license key is linked to this Connection Broker installation or cluster. If you rebuild your

Connection Broker or create a second Leostream environment, contact sales@leostream.com to obtain a
new serial number for that environment.

12
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Chapter 4: Integrating with OpenStack and
Authentication Servers

Connecting to Your Authentication Servers

The Connection Broker can authenticate users against Microsoft Active Directory, OpenLDAP, and NIS
authentication servers. To authenticate users, you first register your domain with your Connection Broker.

1. Gotothe> Setup > Aut hment i cati on Servers
2. ClicktheAdd Aut hentilinkati on Server

3. IntheAdd Aut hent ifoomaentera mameSoe thisssever in the Connection Broker in the
Aut henti cat i editfielber ver name

4. Inthe D 0 maeditrfield, enter the domain name associated with this Active Directory server.

5. IntheConnect i osectiol shdwh ih thegfadlowing figure, use the following procedure to
integrate with your Active Directory authentication server.
Connection Settings -

Type
[ Active Directory ~ ]

Specify address using

[ Hostnames or IP addresses \/]
Hostname or IP address Port

[ LEQ-AD leostream.net ] [389 ]

Algorithm for selecting from multiple addresses

[ Random \/]

["] Enerypt connection to the authentication server using S5L (LDAPS)

a. SelectAct i ve fomtheTcyt pdespydown list.

b. FromtheSpeci f y a drdprd@ve menulssldctiHgp st name or | P addr e:

c. Enter the authentication server hostname or IP addressintheHo st na me o editl P
field.

d. Enter the port numberin the P 0 edtt field.

e. CheckofftheEncr ypt connection to aut heheckbixfyad i on

need a secure connection to the authentication server. The port number automatically
changes to 636. Re-edit the P 0 edit field if you are not using port 636 for secure connections.

13
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6. IntheSe ar ¢ h s&toh, thown ig the following figure, enter the username and password for
an account that has read access to the user records. Leostream does not need full administrator
rights to your Active Directory authentication server.

Search Settings
Enter the credentials for a user who has the permissions to search for other users. If you do not enter
credentials an anonymous bind will be used

Login

[ Administrator@leostream.net ]

Enter a fully qualifid Jogin name, &.g. Administralor@ YOUR_DOMAIN.com or CNi=Administrater, CN=Users, DC=YOUR_DOMAIN,DC=com

Password

[ ]

7. IntheUs er L o gsection, &euethattheMat ch Logi n nameitfeldisi nst
settos A MA c c 0 u.ITHis N thenattribute that the Connection Broker uses to locate the user in
the authentication server, based on the information the user enters when logging into Leostream.

8. ClickSave

Connecting to your OpenStack Cloud

In order to manage your OpenStack cloud, you create OpenStack O S yaiin Seblstream for each project you
want to manage in your Connection Broker.

A A

«[ S2adNBI&SyRIE ﬁwv@é SEGSNYyIt &aeaidsSvya GKI
RSa102LJA YR 20KSNJ NBaz2dz2NOSa GKFG FNB |

Leostream uses the OpenStack APIs to inventory the instances and images in your OpenStack cloud. Ensure
that you have a user account that has the appropriate permissions for the OpenStack projects you plan to
manage in your Connection Broker (see Required OpenStack Permissions).

To create an OpenStack center:
1. Gotothe> Set up page.Centers
2. ClicktheAdd Clinnt er

3. IntheAdd CHrmtsaectOp e n Sftom thekT yeplrop-down menu.

« If you do not see OpenStack in your list of provided options, please contact
sales@leostream.com to update your Leostream license key.

4. Enter a name for the center in the N a mealit field.

14
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9.

Inthe Aut h edi fReld, enter the public URL to the OpenStack Keystone identity service
endpoint, for example:

http://  external_openstack_ip :5000/n3 .0
Where external_openstack_ip is the externally accessible IP address to your identity
service.

0000

Y[ $2 4 (ANBLBLY2 NI & 2 yif SS & 8 N )

Enter the OpenStack domain that contains your project and user in the D 0 m aeditrfield.
Specify the project you want to manage inthe P r 0 jedit fietd.

Inthe U s e r neditrfi@d, enter the name of a user with the necessary permissions for this
project.

Enter this user’s password into the P a s s \wdit fiett.

10. Click S a vYoereate the center.

The instances in the center’s OpenStack project appearinthe> Re s oD e € le sagepThe Connection
Broker inventories all images and displaysthemonthe> R e s 0 ur C @age. See the ‘iWarkjng 8ith
Desktops” section of the Connection Broker Administrator’s Guide for information on viewing, editing, and
controlling desktops from within the Connection Broker.

15
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Chapter 5: Pooling and Provisioning in OpenStack

After you create your centers and the Connection Broker inventories your desktops, you logically group the

desktopsintoLJ2 2 f &

The Leostream Connection Broker defines a LJ2 Zsfany group of desktops. Pools can be nested within one
another, to create sub-pools. Pools and sub-pools have three distinct functions in Leostream.

1. Asan organizational tool for displaying desktopsonthe> Resour cepage> Desktops
2. As a capacity management tool for provisioning new instances in OpenStack

3. Asan assignment tool for indicating which desktops a user may connect to and how the Connection
Broker manages the user’s desktop connection

Creating Pools

When using Leostream to provision new instances in OpenStack, the key is to construct your pool in a way
that ensures that newly provisioned desktops become members of that pool. One method is to set the pool
to contain all instances in the OpenStack project associated with the center you created in the previous
chapter.

If that pool definition is too broad, another easy way to ensure that new desktops become part of a pool is
to define the pool based on the instance name, which you set during provisioning, for example:

1. Gotothe>Conf i gxr B @pageo
2. ClicktheCr e at &nk. Phe®rl e at ormBpers. |
3. Enter a name for the pool in the N a nmeglit field.
4. InthefirstrowoftheDes kt op At t rsecdom:t e Sel ecti on
a. SelectNa mfeomtheDe s kt o p dap-downimbanu.t e
b. Selectbegi n fromwhe€Cdn di tiropa@owarhenu.
c. IntheTe xt (fielddntaréhe name you will use for all the instances in this pool.
5. Click S a toeaave the pool.

For a complete description of creating pools, including how to create a pool of all desktops in an OpenStack
center, see the “Creating Desktop Pools” chapter in the Connection Broker Administrator’s Guide.

16
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Provisioning New Instances

% Your Connection Broker license determines if provisioning is enabled in your Connection Broker. If you
do not see the options described in this section, contact sales@leostream.com to update your license key.

Provisioning allows you to generate new OpenStack instances when the number of desktops in a pool
reaches a specified lower threshold. Before provisioning instances in an OpenStack environment, you must
configure the following:

1. Create master images. Your available images are displayedonthe> Resour c page. > | mage
Ensure that your master images contain an installed Leostream Agent and that agent is configured
to communicate with your Connection Broker.

2. Configure a network in the OpenStack project. Ensure that the network ID for this network is
includedintheNe t wo r KielddfydulDpenStack center.

MLF &2dz R2 Y20 LINRPLISNIe& O2yFA3IAdzNB I+ ySi
AyaidlyoSa Ay hLISy{dGlF O @

ThePr ov i sdctomoftimed d i t pagallows you to configure when and how the Connection
Broker creates new instances in your OpenStack environment. By default,thePr ovi si oni ng enab|
checkbox is selected, as shown in the following figure, and provisioning is on for all your pools.

Provisioning
[] Provisioning enabled
Provisioning Limits

Start provisioning when unassigned desktops in pool drops below
o )

Stop provisioning when total desktops in pool reaches

o )

The Connection Broker determines when to create new instances by comparing the thresholds specified in
thePr ovi s i o settibngo the ¢ument tostents of the pool. If you edit an existing pool, the
Connection Broker displays the current contents of the pool size to the right ofthe Ed i t forR\dop |
example:

Pool size information (updated less than a minute ago) *
Total: 46
Available: 44
Unavailable: 1

Assigned: 1
Running: 17
Stopped: 29

Suspended: 0
Agent running: 7
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The number entered intothe St art proviusiaesidgglewbpa i n [pied | dr ops
specifies a lower bound on the number of unassigned desktops in the pool, where the number of
unassigned desktops is the total number of desktops minus the number of assigned desktops.

For example, the previous figure shows one assigned desktop and 46 total desktops. Therefore, there are
45 unassigned desktops. An unassigned desktop can have a desktop status of either available or
unavailable.

The Connection Broker checks the provisioning limits, and creates new instances, at the following times

 When the pool is saved
T When a user is assigned to a desktop in this pool
f When any pool_stats  or pool_history_stats job runs

The Connection Broker continues to provision new desktops whenever the lower threshold is crossed, until
the upper threshold specifiedinthe St op provi si oni ng when flldd al deskt
reached, indicated by the T 0 tvauk in the pool size information.

UsethePr ovi si oni negtiorf@configntehovelLeostream provisions new instances in
OpenStack.

1. Select the OpenStack center to provision new machines into fromthePr ovi si odropi n cent

down menu. The remainder of the form updates based on the contents of your selection. The
following figure shows an example ofthe Pr ovi si oni mnegtiolPar amet er s

18



Quick Start with OpenStack Clouds

Provisioning Parameters
Provision in center

{ OpenStack ~ ]

Virtual machine name
{ desktop-{SEQUENCE} ]

Dynamic fags can be used

Optional sequence number for virtual machine name

C |

Used by fhe {SEQUENGE] dynamic fag

Awvailability zone

{ Second AZ v]
Deploy from image

{ Select .. \/]
Flavor

{ m1.tiny v]
Network

{ public (External) \/]

] Associate floating IP {allocate new IP, if necessary)

Available security groups Selected security groups

Leostream Instances

default
Ada item (3)

Add all (33)

@ Remove item

@ Remove all

] Initialize newly-provisioned desktops as "deletable”

] Initialize newly-provisioned desktops as "unavailable”

2. Enter a name for the virtual machineintheVi r t u al M aeditfiéldn Ithe pbal méefined
as instance names that begin with a certain string, ensure thatthe Vi r t u a | Mafielthi ne Nar
starts with that string.

3. If the name entered in step four contains one of the {SEQUENCE}dynamic tag, enter the starting
number for the sequenceintheOpt alonsequence number feditfieldvi rt ual
The Connection Broker starts naming virtual machines at this number and increments the number

for each machine created.

4. Select the availability zone to provision the new instance into fromthe Av ab i | i trgp-davo n e
menu.

5. Select the image to use fromthe D e p f © ¥ M a dyo-down menu. This menu contains all the
images available in the OpenStack project associated with the selected center.

6. Select the instance size from the F | a drap-tlown menu.

7. Select the network for the new instance from the N e t wdrap-down menu.
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If you add the instance to a private network without associating a public IP address, you can use the
Leostream Gateway to connect clients that are outside of the private network. See the Leostream
Gateway Guide for more information.

8. SelecttheAsebate floating | P ( aptidniflecatteaen shouddwssighd, i f 1
floating IP address to the new instance. If a floating IP address is not available, Leostream attempts
to allocate a new address.

9. IntheAvail abl e sfield select the yecudty gmupptsassign to the new instance. Click
the Ad d butten to placethemintotheSel ect ed sdi@ddurity groups

10. Selectthel ni tneawliyepr ovi si onedoptioa® lndicatgtimttres del et abl
Connection Broker is allowed to delete these instances. When this option selected, the Ed i t
D e s kphge fpr the newly provisioned VM hasthe Al | ow t his desktop to be
option selected. Use release plans to schedule VM deletion.

For more information on using release plans to terminate OpenStack instances, see the example on
deleting virtual machines in the “Release Plans” section of Chapter 11 of the Connection Broker
Administrator’s Guide.

11. Selectthel ni t i al i ze newly pr oV iogtiondoneette datkeéop skatuskdp a s U
Unavailable . The Connection Broker will not offer a desktop to users if the desktop’s status is
set to Unavail able , allowing you to perform post-provisioning actions on the desktop.

12. ClickSa v e

Disabling Provisioning

If you’ve set non-zero provisioning limits in your pool and need to temporarily disable provisioning,
uncheckthePr ov i s i 0 n theclgboxeshiowanbinlthe fdllowing figure.

Provisioning
[] Provisioning enabled
Provisioning Limits

Start provisioning when unassigned desktops in pool drops below
5 )

Stop provisioning when total desktops in pool reaches
o |

The Connection Broker may automatically disable provisioning in cases where provisioning is failing due to
configuration errors in your pool. If this occurs, please check and correct your provisioning parameters
before enabling provisioning.
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Joining Instances to a Domain

You can use Leostream to join OpenStack Windows instance to an Active Directory domain. When enabled,
the Connection Broker attempts to join a desktop to the domain when the Leostream Agent on the desktop
registers with the Connection Broker, for example, when a desktop is provisioned or when you reboot the
desktop.

# Before configuring a pool to join desktops to a domain, you must define the Active Directory domain on
the> Setup > Aut hmgeti cation Servers

You enable domain joining for a pool:

1. SelecttheJ oi n virtual maptdohin thed otm@ i asectdba) gthawnin in the
following figure.

Domain Join

Applies to desktops that are not already a member of a domain when the deskiop registers with the
Connection Broker

[ Join virtual machine to a domain

Domain

[ dev.leostream.net (DEV) v ]

Crganizational Unit
[ Select ... v ]

[] Set desktop hostname to virtual machine name

2. Select the domain from the D 0 m adroprdown menu.

3. Optionally, fromtheOr g a ni z a tdioppdaowm mendy) select an OU for the desktops.

4. To reset the desktops hostname when joining it to the domain, selecttheS et deskt op host
virtual m ahedk box With thia aptéon selected, the Leostream Agent attempts to set
the hostname to the value shown inthe N a meelumnonthe> Resour cepage> Deskt o
If the pool provisions new desktops, this is the name foundintheVi r t u al m aeditidldn e n an

The N a mfield must contain a valid hostname, as follows:

I The name uses only the standard character set for Computer Name, which includes letters,
numbers, and the following symbols: | @ #S %~ & ") (.- _{}~

Then name cannot be longer than 15 characters.

7 Leostream performs the domain join for any desktop in the pool that is not already joined to a domain.
Leostream does not have to provision the desktop to perform the domain join.
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Chapter 6: Offering OpenStack Instances to Users

Defining Pool-Based Plans

After you separate your desktops into pools, define the rules that control how the Connection Broker
manages the user’s connection to the desktops in those pools. To perform this step, ask yourself the
following questions.

1 What display protocols do | want to use to connect users to their desktops?

1 How do | want to manage the power state of each desktop, for example, should it be powered off
when the user logs out?

T How long can users remain assigned to a particular desktop? For example, if the user logs out,
should they remain assigned to that desktop, or should another user be able to log in?

A
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Protocol Pl ans

Protocol plans determine the display protocol the Connection Broker uses to connect a user to their
desktop. The Connection Broker provides one default protocol plan, which is shownonthe>Conf i gur at i
> Pr bt B pagenstown inthe following figure.

LEOSTREAM®

Signed in as Administrator Create Protocol Plan

Dashboards

Actions Name & In Use Leostream API Protocols Web Browser Protocols
Setup All v

Edit Default Yes RDP RDP

Edit Remotedpp - Wordpad Yes RDP Leostream HTMLS Viewer

Edit RGS No RGS RGS

Edit TGX Mo Mechdyne TGX Mechdyne TGX

Edit VNC Yes VNC VNC

The default Protocol Plan instructs the Connection Broker to connect to the remote desktops using
Microsoft RDP.
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To create a new Protocol Plan, clickthe Cr e at e Prlok ThecCale aRlea P rforlniodivilldd P11 an
into sections based on the type of client device used to log into Leostream, for example, Leostream
Connect or the Leostream Web client.
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In each section, indicate which protocol the Connection Broker should use to connect users to their
desktops by selecting 1 from that protocol’s P r i alfod-dbwh menu. Then,usetheConf i guraadt i on

Command | i n eodgednina aw thae condection is launched. For example, for RDP, the
Conf i g u risa tist oRDP-fike patareeters that determine if, for example, the connection is launched
in full screen.

W

BKS [ S$2a0NBEM DIRRBUMENFENE Y2858t Ay F2N
AYAY3 O2YYIF YR (O2WSF ALSdINI YISAS/NEF AlfyS 4 F 2

P
mw—

For a complete description of protocol plans, see “Building Pool-Based Plans” in the Connection Broker
Administrator’s Guide.

Power Control Pl ans

Power control and release plans allow you to take actions on the user’s remote session based on different
events, such as:

' When the user disconnects from their desktop

 When the user logs out of their desktop

' When the desktop is released to its pool

' When the user’s session has been idle for a specified length of time
dL¢KS NBY2GS RSaji 2LJ Ydzad KI @S 'y Ayadal t-
| 2yyS80GA2y . NR1SNI G2 RAatGAy3IdAaakK 68SGsS8y
oLadSR 2y ARES (AY écp

Power control plans define the power control action to take on a desktop. Available power control plans are
shownonthe>Conf i g®r Bo we nP ICapagd, shawh in the following figure.
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LEOSTREAM®

Sz i £ A s FieT Create Power Control Plan

Dashboards
Actions Name & In Use Disconnect Action Logout Action
Setup Al ~
Edit Default Yes Do not change power state Do not change power state
Edit Reboot on Logout No Do not change power state Shutdown and Start Immediately
Pools 2rows

Protocol Plans

New Connection Broker installations contain one default power control plan, called D e f aYoulcan create
as many additional power control plans as needed for your deployment. To build a new power control plan:

1. ClicktheCr eat e Powe linké@ohaxtCoolf i Rjlear@ 06 we nP IC amgs. The |
Creat e Powe formCsbowd i tiee folloWing éignre, opens.

Create Power Control Plan ] Lo ,
Enter a descriptive name. You'll refer to

Plan name = this name when assigning the planto a

[ ] pool.

When User Disconnects from Desktop

Wait then | Do ot change pover siate ~|  Select the amount of time to wait before
S / changing the desktop’s power state. A
We  [omintes < |4l 5o notchange poverstte <] wait time of zero tells the Connection

Broker to immediately execute the
selected power control action.

When Desktop is Released

Wait then [ Do not change power state v]

WIED REE TS ALz - Select the power control action to take
et ten [ Dorotcnangepoversiete M= ~|  after the wait time elapses. For the

o Connection Broker to take actions based
Notes on disconnect or idle-time events, you
must install the Leostream Agent on that
y desktop.

2. Enter a unique name forthe planinthe P | a n editafiahde
3. For each of the remaining sections:
a. From the Wa idrbp-down menu, select the time to wait before applying the power action.

b. Fromthet h e@rop-down menu, select the power control action to apply. SelectingDo n o't
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c hamp@aeve r readeratiieaetting in the Wa idrop-down menu irrelevant, as no
action is ever taken.

4. Click S a vYoatore the changesorCa n mwefurntothe>Conf i gerBowemnmPIiCans r ol
page without creating the plan.

Rel ease Pl ans

Release plans determine how long a desktop remains assigned to a user. When the assignment is broken,
the Connection Broker releases the desktop back to its pool, making it available for other users. Available
release plans are shownonthe>Conf i g r B¢ IPé apsmgs shown in the following figure.

Yy | RSBANPHSIR &dza SNE GKS [/ 2yySOGAzy . D
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LEOSTREAM®

Signed in as Administrator

Create Release Plan

Dashboards . . .
Actions Name & In Use Unverified User State Release on Disconnect
Setup All ~
Edit Default Yes Logout Mo
Configuration
Edit Disconnect on Idle No Logout No
Pools 2rows

Protocol Plans

Power Control Plans

Release Plans

New Connection Broker installations contain one default release plan. The default release plan is designed
to keep the user assigned to their desktop until they log out. When the user logs out, the Connection
Broker releases the desktop back to its pool. You can create as many additional release plans as needed for
your deployment.

For example, to build a release plan that schedules a logout one hour after the user disconnects from their
desktop:

1. ClicktheCr eat e RdihkenateeC P faing®r Bé Pé apsgs. TheCr eat e Rel ea

P | #&m, shown in the following figure, opens. The figure describes additional use cases you can
model using Release Plans.
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. Pl - Enter a descriptive name. Refer to this
reate Release Flan - name when assigning this plan to pools.

Plan name"’ To model a persistent desktop, ensure

[| /]/ that the desktop is not released when the

user disconnects or logs out.
When User Disconnects from Deskto
p / If a Leostream Agent is not installed on

Release to pool: [ NoA/ v] the remote desktop, the Connection
Broker cannot distinguish when the user
Forced logout: [ No v disconnects or logs out of their desktop. If
/ the user logs in using Leostream Connect,
URL to call the client sends a Connection Close event,

/ ] and you can determine if the Disconnect

or Log out portion of the release plan
When User Logs Out of Desktop should be executed.

ez [ Immediately / v] You can perform actions on the desktop
URL / after the user’s session is idle for the
o call K "
/ J/ selected elapsed time. In addition, you
can monitor the desktop’s CPU levels to
ensure that any processes the user is
running come to completion before you

Execute actions for: [ When USW v] forcefully log them out.
This sec] B blsn executes when no Leastream Agent is insfalled or communicating on the remofe deskiop .
You can release a desktop back to its pool
When Desktcp is ldle

after a specified elapsed time since the

When Connection is Closed

(s =ik e [ No o ]/ desktop was initially assigned to the user.
— After the desktop is released, if the user
. remains logged in, the Connection Broker
D ct: N .
eonne [ ’ / v] considers them to be rogue.

L t: .
. [ Ne / ~ To avoid rogue users, forcefully log out

the user when the desktop is released to
When Desktop is First Assigned its pool.

Release to pool: [ No k / v]
Select this option to have the Connection

. . Broker completely delete the VM from
Release if user does not log in [ No / v] ) R
disk as soon as the desktop is released to

its pool. The Connection Broker deletes
the VM only if the “Edit Desktop” page for
that VM selects the “Allow this desktop to
be deleted from disk” option.

“When Deskiop is Released” achions will nof be invoked

When Desktop is Released
[] Log user out of the desktop

[] Delete virtual machine from disk

2. Enter aunique name forthe planinthe Pl a n editfiahe

3. To build the Release Plan for our example,intheWh e n Dis®¢ o i m @ entt $0 Pcida,
selecta f tle th flomtheF o r ¢ e d drbpalgve menu.

4. ClickSave
In this release plan, the Connection Broker forcefully logs the user out an hour after they disconnect from
their desktop. The logout event then triggersthe Wh en Us er L o g ssect@nof theoefeaseD e s k't o p

plan, which releases the desktop back to its pool and removes the user’s assignment to the desktop.

For more details on creating and using release plans, see the “Release Plans” section in Chapter 11 of the
Connection Broker Administrator’s Guide.
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Building User Policies

After you define pools and plans, build policies.
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The Connection Broker provides a D e f galidy that applies if no other policy exists or is applicable. The
D e f aalidy 4ssigns one desktop fromthe A | | D epsok Youa:gh sreate additional policies, as
follows:

1. Navigatetothe> Conf i gaoal atehws > P

2. ClicktheCr e at elinkPsiolvn ircthe following figure.

LEOSTREAM®)

-

Signed in as Administrator Create Policy ‘

Dashboards

Actions Name & DESK!OP Pools (Offer Cnunt}
SED Al v
Configuration Edit | Duplicate Default All Dasktops (1)

Edit | Duplicate Multiple Resources RemoteApp Server (1). Karen's Linux VMs (1), Karen's Windows VMs (1}
Pools

Edit| Duplicat=  RemoteApp RemoteApp Server (1)
Protocol Plans 3 rows
Power Control Plans
Release Plans
Printer Plans
Palicies
3. IntheCr e at eform, enket adayne for the policyinthe P o | i c \edit fietd.rAc a discussion

on the remaining general policy properties, see the Connection Broker Administrator’s Guide.

4. ScrolldowntotheWhen User Logs i nsubssectOoundereaheD é ®it @p ok er
Assi gnme nt hedder andruseRreM l mber of de dréptdowpreenuttoo of f er
indicate the number of desktops to offer to a user of this policy.

5. Also, in this sub-section, use the P 0 enénu to select the pool to offer desktops from. When a user
is offered this policy, the Connection Broker sorts the desktops in the selected pool based on the
other policy settings, then offers the user the top Y desktops from the pool, where Y'is the number
selectedintheNumber of de dréptdawpreenut o of f er
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6. Inthe P | asext®on, select the protocol, power control, and release plans to apply to desktops
offered from this pool.

See the “Configuring User Experience by Policy” chapter of the Connection Broker Administrator’s
Guide for information on using the additional optionsinthe Cr e at eforlR.ol i cy

7. ClickSayve

“Ina simple proof-of-concept environment, many of these settings can be left at their default
values. Note that, by default, the Connection Broker does not offer a desktop to the user if the
desktop does not have an installed Leostream Agent. If you want to offer desktops that do not
have a Leostream Agent, selecttheY e s , regar dl ess o foptibndronstiier €
Of f er r un ndrop-dowrdneersuk t o p s

For a complete description of setting up policies, see “Configuring User Experience by Policy” in the
Connection Broker Administrator’s Guide.

Assigning Policies to Users

When a user logs in to the Connection Broker, the Connection Broker searches the authentication servers
you definedonthe>S e t>Uu pAut hent i cpageforeusertBaeniatehesrthe credentials provided

by the user.

The Connection Broker then looksonthe>Conf i g®r A$ § 0 @ageystowt irsthe following
figure, for the assignment rules associated with the user’s authentication server. For example, if the
Connection Broker authenticated the user in the LEOSTREAMomain defined onthe >S e p>u

Aut hent i c agage ohaCorhectionBeokeswould look in the LEOSTREAMSssignment rules in the

following figure.
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LEOSTREAM(®

Signed in as Administrator

Dashboards S
Authentication

Actions Server Name Domain Name Active Default Role Default Policy Position
Setup Al v] { Al v] [AII v]
Configuration Edit DEV dev.lzostream.net Yes User Default 2

Edit LEOSTREAM leostream.net Yes User Default 1

Paools
2 rows

Protocol Plans

Power Control Plans

Release Plans

Printer Plans

Palicies

Locations

Roles

Assignments

To assign policies to users in a particular authentication server, click the E d link associated with that

authentication serveronthe>Conf i g r A$ $ 0o @ah, shewn in the previous figure. TheEd i t

A s s i g formdonthis authentication server appears, shown in the following figure.
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Edit Assignments for Authentication Server "LEOSTREAM"

Domain name
leostream.net

@

Assigning User Role and Policy
In this section you can set up rules to assign Users to Roles and Policies based on their group membership. Optionally use the Order column to re-order the rows.

Order Group Client Location User Role User Policy

[ 1 ] [ [any group] v] + [ Leostream Connect v] — [ User v] & { Multiple Resources v]
[2 ] [[any group] v] + [AII v] — [User v] & { RemoteApp v]
[3 ] [ V] + [AII \/] — [User \/] & {Default \/]
[4 ] [ V] + [AII v] — [User v] & [Default v]
[5 ] [ V] + [AII v] — [User v] & {Default v]
[ [Add rows] v]
Default Role

[ User v]

Users will be assigned to this role if they do not mafch an assignment rule.

Default Policy
[ Default ~ ]

Users will be assigned fo this palicy i they don't mafch an assignment rul.

O] Query for Active Directory Group information
You must save this fom for this sething fo fake effect

By default, the Connection Broker matches the selection in the Gr 0 drgp-down menu to the user’s
memberOf attribute in Active Directory.

LT 82dz Y2RATASR 22dzNJ INRdzZLla Ay ! OGADS !
NRP{SNE @2dz YdzaGd &aA3dy 2dzi FyR aiaday ol O]
I dzi KSYGAOFGA2Y ASNIISN) OKFy3aSao
To assign policies based on the user’s memberOf attribute:
1. Select the group from the G r 0 drgp-down menu.
2. If you are using locations, select a location fromthe C| i e nt diopdoveniméno. n
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3. Assign arole to this group and client location pair by selecting an item fromtheUs e r drBpe | e

down menu.
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4. Assign a policy to this group and client location pair by selecting an item fromtheUs er dop-l i cy

down menu.

If you need to assign roles and policies based on a different user attributes, see Step 12 under “Assigning
Roles and Policies Based on any Attribute” in the Connection Broker Administrator’s Guide.

Testing Your Connection Broker Configuration

To test your Connection Broker, ensure that users are being assigned to the correct policy, and offered the
correct desktops. You can test user logins before the user has ever logged into, and been loaded into,

Leostream.

1. Navigatetothe> R e s 0 U r creral. Assuserd|sgénto $our Leostream environment, their
user information is added to this page. You do not need to load users before they can log in.

2. ClicktheT e st lihkatghe top of the page, shown in the following figure.

LEOSTREAM ()

Signed in as Administrator Create User Test Login \

Dashboards
Actions Name a Login Name

Setup [AII v] [AII v]

Edit | Sign out | Test login Administrator admin

Configuration O

Desktops

Images

3. IntheT e k b gfdrnmthat opens, enter the name of the usertotestintheUs e r  ddiafiwle.

4. If you are allowing the user to specify their domain, select a domain from the D 0 m adrom-down.
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Chapter 6: Offering OpenStack Instances to Users

5. Click Ru n .The Gmnection Broker searches the authentication server for your user, and then
presents a report, for example:

Test Results
User name Isberie (Laurs Abarie)
Authentication server: Test suthentication server

RADIUS authenticstion server: d=abled o, ,

Domain: Leostr - & ~ S

GerrRos ot s fttStasS O02YLX S
= .'. ~ A v

Looki "laberle (Laura Aberie]": | 7\

ooting up user et (Laurs Aoerie)” - . 02 y u Ol a

server” — found user (show Active Directory stiributes)

Thls user's "memberCr attribute:
‘CN=Domain Users, CN=Uszrs, DC=leostream.DC=net

Trylrg ‘to match with Authentication Server Assignment rule: (edit)
memb exactly matches [any groug], locston "AlY — matched

User will have Role "Administrator” and Policy “"Example Policy”.
User's role provides access to Web Client, only.
Policy: Example Policy (=dit)

Hard-Assigned Desktops
Protocol plan for hard-assigned deskiops: Default (show details)

No . Sssgred seskiops bund The test login results show the role and

Pool "vSphere Windows Pool" (edit) | . . C| h d h
Includiny ol for all users.
mme?:n for desktops in this pool: Microsoft RDP (show details) pO ICy a SSIgne to the User, and what
Locking for one desktol .
Poicy Sefings for s poot: desktops the user will be offered
- backup pool: Al Deskiops
- follow-me m
- do mot allow users to restart offerad desktol
- offer powersd-on desktops without & running Leostream Agent
- i not running, power on the deskiop
- do not favor previously-assigned desktops
- may offer deskiops with pending reboot job
- do not confirm desktop power state
- power on stopped desktops
- do not log out rogue users
- do ot attempt single sign-on into desktop console session
- allow manusl release
- Power control plan: Test 1
- when user discennects, do not change power state
- when user logs out, immediately shutdown and Start
- when desktop is released, do not change power state
- when desktop is idle, do not change power state
- Release plan: Default
- handle unverified user state as logout
- do not relesse on disconnect
- 80 not log user out on disconnact
- when user logs out, release immediately
- do not lock deskiop if idle
- do not disconnect user if deskiop is idle
- do not log user out if deskiop is idle
- do not relesse after initial sssignment
- d0 not releass if user does not log in
(70 total, 70 in service, 70 policy filtered, 70 pool fiterad, 70 avil
kdg-win10 — connecting via RDP (show) — available, runni
Leostream Agent check failed.
Actual login will iry backup poal "All Desktops"

. 19 running, 18 with an IP sddress)
f Leostream Agent v8.2.1.0, will offer as: “kdg-win10"

Assignments from XenApp Services Site
Not configured for this policy.

Offering one deskiop and zero spplications with this palicy.
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